PEPTIDE FEATURE DETECTION USING CONVOLUTIONAL NEURAL NETWORKS
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ABSTRACT. Artificial neural networks and especially convolutional neural networks have been widely used for image classification and outperform classical image classification systems. In 2015 they even surpassed human performance in this task. Besides whole image classification, fully convolutional network (FCN) architectures originally used for image compression (auto-encoders), allow efficient semantic segmentation of images. They also allow the design of very efficient and accurate structure detectors. The project aims at using FCNs for the detection of peptide structures in mass-spectrometry based proteomics data. Beside genome sequencing, quantitative proteomics is one of the most useful tools in modern biological and medical research.

Unlike traditional wet lab techniques, mass-spectrometry based proteomics allows complete characterisation of a proteome sample. The ability to monitor all and not only a few a-priori specified proteins opens new routes for biological and medical research. The reliable detection of peptide structures is a key step in the bioinformatic analysis of such data. Such algorithms have much improved over the past decade [1]. But their implementation and maintenance proofs to be labourious. Deep learning strategies appear to be a promising alternative.

Starting with LeNet in the late 1990s, Convolutional Neural Networks (ConvNets) have made great progress in past decades [2]. The extraction of features using machine learning algorithms instead of human-constructed features proves in many use cases the more efficient and easier approach. Public competitions such as the ImageNet - Large Scale Visual Recognition Challenge (ILSVRC) provide a forum for ConvNets continuously to compete and evolve. Image classification networks consist of a feature extraction stage that learns filters optimally tuned to the classification task on several resolution levels. The extracted features are then classified using few fully connected layers. When replacing the fully connected layers for classification by a convolutional image synthesis path, instead of class labels, full resolution images are generated from the learnt feature representation. These image-to-image architectures, called Fully Convolutional Networks (FCN) [3, 4], allow semantic image segmentation or detection within images with extremely high efficiency by exploiting feature dependencies on parallel GPU hardware.

The spectra can be regarded as huge but sparse images, which in principle allow direct use of FCNs to solve the detection task. However, the required large receptive field to identify peptides in raw resolution spectra precludes direct FCN application in practice. Instead smart (ideally loss-less) image downsampling strategies have to be employed. Another promising approach is direct exploitation of the sparsity of the input- and intermediate blobs by reformulating the convolutions for sparse data as in [5]. Additional to the localization of different peptides their bounding box should be estimated, adding a regression task to the pure detection.

For network implementation the caffe [6] framework will be used. Both OpenMS [7] and caffe are BSD-licensed, open-source C++ libraries with Python bindings. The aim of the project is to implement a first prototype of a fully convolutional peptide detector and test its performance on a number of proteomics datasets.
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